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Introduction. In  terms  of  the  exponential  growth  of  mass  access  to  sources  of
information, hate speech has become a discussible concept nowadays. 
In my research, I give attention to the concept of hate speech and its complexity in
terms of  its  influence  on people’s  consciousness  and behaviour as  a  result  of the
media’s impact.  Despite hate speech being a discussible concept at an international
level, a definition of it has not yet been standardised. According to the Cambridge
Dictionary, it is public speech that expresses hate or encourages violence towards a
person or group based on something such as race, religion, sex, or sexual orientation
("hate speech". dictionary.cambridge.org.). At the same time, in terms of mass media,
it uses many ways of influencing and changing the worldview of a person and can be
seen in a wide variety of manifestations, for example, fake news, propaganda, spread
of  violence,  xenophobia,  hatred  against  certain  groups  or  individuals  and  so  on.
Moreover,  hate  speech  can  be  used  in  different  forms:  direct,  indirect  and
manipulative.  It  is  important  to  consider  hate  speech  as  a  concept  and  its
manifestation  in  the  media  in  order  to  monitor  the  situation  and  take  preventive
measures. 

 I consider hate speech a concept because it contains characteristics of a concept
and includes a wide range of notions (ideas) that are used in media and influence
people’s values and worldviews [9; 10].  

Hate speech as a phenomenon has been mentioned in terms of laws and freedom of
the press. In particular, Howard is concerned with where the border between freedom
of speech and hate speech begins [1]. So, to avoid the abovementioned ambiguity, it
is important to consider hate speech as a concept from different sides.

Hate speech as an object of scientific research is considered in political and social
sciences  (Howard,  2019;  Paasch-Colberg  et  al.,  2021  and  others),  legal  sciences
(Waldron, 2012; Ghanea,2012; Howard, 2019 and others) and media communication
Communication  (Bahador  and  Kerchner,  2019;  Bahador,  2020  and  others).  The
manifestation of hate speech in comments and posts on social networks is studied by
Chen, 2011; Paasch-Colbergetal, 2021; Schmidt and Wiegand, 2017 and others.

Thus, hate speech has been a subject of scientific study but has not been considered
as  a  concept  in  the  cross-disciplinary  research  of  the  humanities  and  computer
science. In this paper, we consider hate speech as an object of psycholinguistics that
we have detected in online media texts with the help of a computer bot created for this
aim.
In my research,  I examine the concept of hate speech in mass media as a tool  of
manipulation  and  influence  on  a  person’s  consciousness  from  a  psycholinguistic
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perspective. Of particular interest are linguistic means, methods and techniques that
aim to change the reader’s  worldview and build mental  representations.  The core
focus of our current research is hate speech in print media.
Aim. To consider hate speech as a concept within a cross-disciplinary setting, identify
its  type  and methods of  influencing  an individual’s  consciousness  by the  author's
method of psycholinguistic analysis and the AI-based bot.
The work was performed within an international  project  “Free  Voices:  Promoting
Independent  Media  in  the  Target  Region”  featuring  the  Crimean  Human  Rights
Group. This paper presents an intermediate study of hate speech in the texts of online
publications dated November–December 2020. 
Methods. Thus, it was decided that the best procedure for this investigation was to
join  the  author's  psycholinguistic  method of  textual  analysis  and  ICT,  namely  an
artificial intelligence-based bot for selecting texts, following the given parameters.

The bot performs lexical analysis of content. Keyword selection strategy was based
on the semantic meaning of the words in phrases and the entire publication with a
negative tone.

The methodology of psycholinguistic analysis of texts (“PLAT”) is the author’s
methodology developed by  Yu.M. Krylova-Grek. It is presently being registered at
the patent office (application № m 2, UI Property Institute). The methodology was
applied as an initial approbation during the pilot course “Psycholinguistic basics of
media literacy” in 2018 [2].

In the intermediate study of the research,  I  demonstrated the main approach  to
studying hate speech as a concept in the cross-disciplinary field and a possible way
for cooperation between humanities and computer science for studying hate speech as
a concept.

Our research consists of four stages. During the first stage, a team of journalists
and volunteers with the help of a software bot carried out search query mining to find
negative  information.  Later,  through  the  application  of  the  author's  method  of
psycholinguistic analysis of the text, we scrutinised the material obtained to identify
the type of hate speech, its methods and techniques of influencing consciousness. We
selected 405 texts with hate speech.

The examples of hate speech were split into three types based on the use of specific
linguistic and graphic tools:

1) direct hate speech
2) indirect (hidden) hate speech: opponents’ dehumanisation and marginalisation,

without  direct  insults  or  call  to  action,  but  with  using  sarcasm,  demonstrating
arrogance and mentioning negative generalisations (e.g. all of them are lazy, greedy
or cunning).

3) manipulative hate speech 
Results & Discussion. The evidence from this study intimates that the media tends

to  use  examples  of  hate  speech  of  the  second  and  third  types  and  avoids  direct
discrimination of the first type.

According to the data obtained, slightly more than half of the sample was presented
by type #3 (55.3%), approximately a fifth was type #2 (20.1%) and less than 1% was
type #1 (0.2%)
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In addition, there were mixed types. Type #2+3, which combined the second and
third types, included indirect statements that provoked negative emotions towards a
certain group of people (19.4 %).  Less common (5 %) was mixed Type#1+3,  the
combination of the first with the third or second type. It involved a negative word
characteristic used as an axiom to affect the content of the entire text (fig.1).

We  assumed  the  third  and  mixed  types  of  hate  speech  to  be  the  methods  of
psycholinguistic  manipulation. So, the definition of  the concept  of  hate speech  in
online  media  should  include  the  abovementioned  ways  of  its  manifestation.
Moreover,  while  defining  the  concept  of  hate  speech,  it  is  important  to  mention
factors that serve as a prerequisite for building the negative mental representation of
the group of people or a person.
Conclusion. Taken together, the findings of the study indicate that in the media,

hate speech is currently presented by indirect influence and manipulation (79.7%). In
this regard, we emphasise that this concept is not a stable mental representation, and it
is under the great influence of external factors, such as mass media. Nevertheless, it is
possible  to  draw  conclusions  about  the  common  and  general  features,  identify
intention and offer a definition. As we can see, the concept strongly depends on the
kind of mental representation suggested by mass media. Therefore, hate speech is a
complicated concept that needs further study.
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